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Entailment

Two young women are 
sparring in a kickboxing fight.

Two women are sparring
 in a kickboxing match.

Neutral

A brown dog is attacking 
another animal in front of 
the man in pants.

Two dogs are fighting. 

Contradiction

Two people are kickboxing and 
spectators are not watching

Two people are kickboxing and 
spectators are watching.

I.  Problem: 
Given a pair of sentences: a premise and a 
hypothesis, the Natural Language Inference 
(NLI) task assigns a label: entailment, neutral 
or contradiction for the logical implication of the 
hypothesis given the premise.

II. Algorithm: 
Our approach uses embeddings that map a 
sentence to a vector of real numbers by 
combining: 
1.Word embeddings (Word2vec), 
2.Dependency parsing (Stanford), 
3.Hadamard matrix with spread spectrum 

algorithm, 
4.Deep learning neural network

III.  Hadamard Embedding: 
The dependency parsing labels are associated 
with rows in a Hadamard matrix H. The word 
embeddings are stored at corresponding rows in 
another matrix D. Using the spread spectrum 
encoding algorithm the two matrices are combined 
into a single unidimensional vector E. 

IV.  Deep Learning Architecture:
There are two sentence encoders for the 
premise and hypothesis sentence pairs in 
the SICK (Sentences Involving 
Combinational Knowledge)  NLI labeled 
dataset processed by Linear, ReLU and Log 
Softmax layers.

V.  Result:
80% Accuracy while the best competition 
score from the SEMEVAL 2014 is 84%. 
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