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One-Shot Classification of ID Documents

• Diversity matters: The greater diversity in the 
axt-internal private dataset compared to the 
academic datasets show greater generalization 
capabilities on unseen datasets.

• Simplicity is always a good thing: Surprisingly, 
on simple use cases like this one, the simple 
softmax loss outperforms modern alternatives 
tailored for face classification.

Objectives and Challenges

• Localize and classify ID documents in various capture 
conditions (smartphone, scans, webcam)

• Support new documents with only a few samples available.
• Support 1000+ identity document models.
• Diversity of document models and background.

Generalization Capabilities

Impact of training loss

Comparison with SOTA

Conclusion

• Training on a varied dataset yield better results on unseen datasets.

• Increasing the number of training classes help to better generalize 
to an increasing number of reference models.

• Using different losses for training reveals that training a network 
for pure classification using the Softmax loss yields better results 
than using metric learning techniques inherited from the face 
classification problem.

• Our end-to-end localization + classification pipeline outperforms 
the current state-of-the-art approaches on all acadamic and private 
datasets.


