
SciBertSum: Extractive Summarization for Scientific Documents

• This language model is designed for summarization of long documents with 
upto 500 sentences

• Presentation slides are used as gold standard summaries

• Sparse attention models are used to represent inter sentence relations

• Section embedding differentiate sections of the document such as 
introduction/method/results

• We apply a sparse inter sentence attention mechanism to identify important sentences 
from document

• Each sentence attends to a number of sentence before and after itself
• Some random sentences attend globally to all other sentences
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