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Business Documents

(a) Purchase order (b) Receipt

Figure 1: Document samples from private and public [3] datasets 1



Information Extraction

(a) Purchase order (b) Receipt

Figure 1: The aim is to extract specific information for each document type 2



Architectures for Information Extraction

Figure 2: Transformer [4] architecture used for LayoutLM [5, 6] model 3



Pre-Training Language Models
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Figure 3: Masked Language Modeling (MLM) [1] diagram. Only part of the sequence is
represented. 4
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Figure 3: Some tokens are randomly replaced by a special token.
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Figure 3: Some other tokens are randomly replaced by other random tokens.
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Pre-Training Language Models
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Figure 3: Finally, model is pre-trained by the cross-entropy between prediction logits and
intial document’s tokens. 4



Pre-Training Language Models

Figure 4: Zoom on a purchase order
5



Numeric Ordering

311,89

Figure 5: Numeric Ordering (NO) focuses on figures’ relative magnitude. Only part of the
sequence is represented. 6



Numeric Ordering

311,89

Figure 5: A figure in the document is randomly selected.
6



Numeric Ordering

Figure 5: Some tokens and / or positions are randomly masked or replaced.
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Numeric Ordering

Figure 5: Model is pre-trained on the prediction of relative order between each number
and the chosen one. 6



Layout Inclusion
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Figure 6: Layout Inclusion (LI) teaches the relative position of tokens. Only part of the
sequence is represented. 7



Layout Inclusion
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Figure 6: A rectangle zone is randomly chosen inside the document’s boudaries. It is
represented by a [LAYOUT] token. 7



Layout Inclusion
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Figure 6: Some tokens and / or positions are randomly masked or replaced.
7



Layout Inclusion

Figure 6: Model predicts for each token if its center is inside or outside the random
rectangle. 7



Pre-Training Datasets

Pre-training datasets

• RVL-CDIP [2], collection of 10M business documents. Pre-trained models
available online ;

• Business Document Collection (BDC), 500k invoices and purchase orders from
2018 to today.
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Experiments

All experiments evaluated those 3 pre-trained models

• Masked Language Modeling (MLM) on RVL-CDIP. This model was available
online ;

• Masked Language Modeling on the Business Document Collection (BDC) ;
• Masked Language Modeling, Numeric Ordering and Layout Inclusion
(MLM+NO+LI) tasks on BDC.
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Results

Figure 7: Results on SROIE fine-tuning. Both BDC and the new pre-training tasks improve
model performance. 10



Results

Figure 7: Our pre-trained models (left) outperform original LayoutLM [5, 6] base and large
models (right). 10



Conclusions

• We showed that model’s performance on fine-tuning is highly sensitive to
pre-training tasks and datasets ;

• Language model sizes could be reduced – without any performance loss – by
elaborating better pre-training adapted to downstream tasks ;

• More work is needed in order to process very long documents, as current
language models are not adapted.
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Thanks everyone !
Any questions ?

11



Paper & contact information

Any in-depth question about this work ? Please contact me !

Thibault Douzon, Stefan Duffner, Christophe Garcia and Jérémy Espinas

thibault.douzon@esker.com

Code and models are available on
github.com/thibaultdouzon/business-document-pre-training.git

mailto:thibault.douzon@esker.com
https://github.com/thibaultdouzon/business-document-pre-training.git
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Presentation theme

Get the source of this theme and the demo presentation from

github.com/matze/mtheme

The theme itself is licensed under a Creative Commons Attribution-ShareAlike 4.0
International License.

cba

github.com/matze/mtheme
http://creativecommons.org/licenses/by-sa/4.0/
http://creativecommons.org/licenses/by-sa/4.0/
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