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What is Document Intelligence?



Quick Primer on Document Intelligence
It allows us to tap into the opportunities offered by unstructured document data and unlock the potential for:

Data governance, Enhanced
integrity & customer
compliance experience

Faster and more
informed decisions

How does it work?
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1. Extract what's there 2. Understand it 3. Make it useful
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Documents available in Financial Industry
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Sample Enterprise Use Cases & Types of Documents

Efficiency gained by Al powered document intelligences fuels revenue growth or helps in loss savings

Form Type

(Company Name) INVOICE .J FIRST BANK OF WIKI
[—p— , J 1425 JAMES ST, PO BOX 4000 CHEQUING ACCOUNT STATEMENT
oy 51 9} VICTORIABC V8X3X4 1-800-555-5555 Page:10f1
Phane [900] 000 0000
L] Wi
JOHN JONES
- e e peeoe 1643 DUNDAS ST W APT 27 2003-10-09 to 2003-11-08 00005-
f— TORONTO ON M6K 1v2 123-4567
| _Date | Description __________|Ref. |Withdrawals | Deposits | _Balance |
o wwma ———— 2003-10-08  Previous balance 0.55
o o 2003-10-14  Payroll Deposit - HOTEL 604.81 695.36
=) — 2003-10-14  Web Bill Payment - MASTERCARD 9685 200.00 495.36
= — 2003-10-16  ATM Withdrawal - INTERAC 3990 2125 47411
2003-10-16  Fees - Interac 1.50 47261
2003-10-20  Interac Purchase - ELECTRONICS 1975 299 469,62
2003-10-21  Web Bill Payment - AMEX 3314 300.00 169.62
2003-10-22  ATM Withdrawal - FIRST BANK 0084 100.00 69.62
2003-10-23  Interac Purchase - SUPERMARKET 1559 29.08 40.54
2003-10-24  Interac Refund - ELECTRONICS 1975 299 4353
2003-10-27  Telephone Bill Payment - VISA 2475 6.77 36.76
2003-10-28  Payroll Deposit - HOTEL 604.81 731.57
2003-10-30  Web Funds Transfer - From SAVINGS 2620 50.00 781.57
2003-11-03  Pre-Auth. Payment - INSURANCE 3355 748.02
2003-11-03  Cheque No. - 409 100.00 648.02
2003-11-06  Mortgage Payment 71049 6247
S T - e 2003-11-07  Fees - Overdraft 5.00 -67.47
2003-11-08  Fees - Monthly 5.00 7247
AT s
.o S *** Totals *** 151563 144261
TOTAL s s

https://upload.wikimedia.org/wikipedia/commons/c/cb/
BankStatementChequing.png

Understand spend pattern from invoices

Get cash-flow insights from bank statements

Verbose Type
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https://legaltemplates.net/form/cons
truction-contract-agreement/

Review marketing creatives before campaign launch
Highlight key clauses from contract documents

example only — not real data
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Information Extraction from Documents



Extraction Challenges in Verbose Documents

*
try Average number Number of artickes (%)
I Xear sogee | o e
are Researh and Praciace ; », », s authors per
w018 2017 2016 publicaion by
e s 0558 3 2% 3 218.6% countris g s Journalarticle  Review  Clinical trial ~ Case report Others Total
Cost of sales 163.756 141,048 131,376 oups
Gross margn 101,539 88,186 84.263 (0=2330)
Kingdom of Saudi Arabia 294 814 745) 68 (62 3502 156 (14.3) 20(18) 1093 (100)
Operating expenses
Research and Gevelopment 1423 11.581 10,045 Other GCC countries 3.08 1830707 11 4 5(19) 60 (23.2) 0(0) 259 (100)
Seling. general and acmnists stve 16,708 18.201 14,104 . P N
Yot opersting expenses 30841 YT 2350 Arab and African countries 29 067 8 @) s 3 99) 1(03) 384(100)
Asian countries 37 39 (66.1) 1 (17 2034 17 (28.8) 0(0) 59 (100)
Operating income 70,858 61344 60,024
Other income/|expense). net 2008 2748 1.348 Iran 354 91 B43) 1 (09 98) 7 (63 0(0) 108 (100)
SIS SN O Y Asyome e 72003 84008 61an Turkey 451 37808 2 (06 133 47 (148) 1(03) 318(100)
Provision for ncome taxes 13372 15,738 15,685
Net incorme $ 59531 § 48351 § 45,087 [West countries, 307 83 (76.1) 12 (1) 0(0) 14 (128) 0(0) 109 (100)
South America and Japan

Financial Statement

Medical journal
table

Tables have different types * - cell spanning three columns
of cell formats # - cell covering multiple lines

Simple rule-based or template-based approach will fail to extract table
types that vary across different documents

] Text [] Bl Title
memen Credit and 10
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Extraction Challenges in Form Type Documents

Form type documents also have diverse templates Invoice ||INVOICE
DATE INVOICE # Invoice Number: 100153386
. INVOICE
Typical i INVOICE # 215589
Extractirc:n S o i | I 7y
Approaches ()| Poromancesate 2171072018 ) 7@

‘ Supervised CNN-based

Rule-based approaches can’t handle unseen templates and are difficult to manage

NLP-based approaches assign tags to each portion of the text while CNN-based approaches can
capture irrespective of variations in templates

Both NLP/CNN approaches have limitations for the cases where information is embedded in the

spatial arrangement of the layout, not in the text itself

memen Credit and 11
- Fraud Risk
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Impact of Extraction on Downstream Systems/Processes

(Company Name] INVOICE
Rt TE——

— - =y

== Automated payment/claim processing by understanding merchant details,
| line item description, pricing details etc.

Ei FIRST BANK OF WIKI
2 ) 1425 JAMIS ST, PO DOX 4000 CHEQUING ACCOUNT STATEMENT

VICTORIABC VEX 04  1.800.555-5555 Page 1et1

Automated verification of bank account ownership as well as summarizing
the total credit and debit amount from transactions

gagzaanzacaeaznanz g

Automated validation of terms and conditions, spelling checks and
adherence to branding guidelines

memen Credit and 12
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Overview of Extraction Approaches:

General Component Detection & Extraction Approaches
Extraction for Verbose Documents

Extraction for Form Type Documents

AMERICAN
[EXPRESS



A General Component Detection & Extraction Pipeline

Faster RCNN

A

Proposal - relf‘ienrzglveent ‘ DGCNN - :E" "
Network e
Document - = F
: Prop 0S€S Refm_es lteratively Refines predictions e——— =
Image potential object location Refines based on e
regions and predicts Predictions neighboring objects

object class
Bounding Boxes
+

Class prob.
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Faster RCNN

For each predefined region
known as Anchor Boxe, gives
"objectness” score which
indicates the probability of an
object being present in the box.

Region Proposal Network

Uses ROI Pooling to get features
specific to the proposal and
predicts the object class and

adjusts bounding box prediction

classifier \

Rol pooling

e

proposals

feature maps

Backbone of the network, learns
features of the image using

conv layers :
Convolutional neural networks

S —— = - _ e any
S. Ren, et al. "Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks" IEEE Trans. On Pattern Analysis and Machine RMERICAN Credit and 15
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lterative Refinement

|dea: Objects can be located accurately by iteratively refining predictions

I Relation Question Template

I Where did z graduate from?
educated_at(x,y) | In which university di(i x study?
I What is z’s alma mate¥?

What did z do for a li\"ng?
What is z’s job?

Vbt isethe puafessiondof 27
Who is z’s spouse?
Who did = marry?
Who is z married to?

1 occupation(z,vy)

spouse(z,y)

Figure 1: Common knowledge-base relations de-
fined by natural-language question templates.

We show that it is possible to reduce relation ex-
traction to the problem of answering simple read-
ing comprehension questions. We map each re-

—

1st Iteration

Relation Question Template 1
Where did = graduate from? ~
In which university did = study?
What is z’s alma mater?

What did z do for a living? 1
What is z’s job? I
What is the profession of z?
Who is «’s spouse? |
Spouse(ahy) = T Who did « marry? — T
Who is z married to?

educated_at(z,y)

occupation(z,y)

- = == = =

Figure 1: Common knowledge-base relations de-
fined by natural-language question templates.

We show that it is possible to reduce relation ex-
traction to the problem of answering simple read-
ing comprehension questions. We map each re-

——

After n
iterations

I_ Relation Question Template

Where did = graduate from?

In which university did = study?
What is z’s alma mater?

What did z do for a living?

What is z’s job?

What is the profession of z?

Who is z’s spouse?

Who did = marry?

Who is z married to? r

Figure 1: Common knowledge-base relations de-
fined by natural-language question templates.

educated_at(z,y)

occupation(z,y)

spouse(z,y)

= s s s e .

We show that it is possible to reduce relation ex-
traction to the problem of answering simple read-
ing comprehension questions. We map each re-

AMERICAN|
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B Fraud Risk
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Under the Hood: Iterative Refinement

Final layer for predicting
bounding box and object class.

Bounding box
> x N . < offsets

Class prediction

r 3

From Faster
RCNN

a¥ ROI Align

.

Bounding box features are extracted by using ROI
Align layer. Iteratively bounding box and object
class predictions are made.

meen| Creditand 17
R. N. Rajaram, E. Ohn-Bar and M. M. Trivedi, "RefineNet: Iterative refinement for accurate object localization," doi: 10.1109/ITSC.2016.7795760. s Fraud Risk



DGCNN

ldea: Components can be better understood by looking at others in its proximity

I

I
1
/1 ) ”

Initial components & Refined components &
their bounding boxes their bounding boxes
v v
Changes bounding Changes class
boxes based on based on
neighbors neighbors

el Creditand 18
Wang, Yue, et al. "Dynamic graph cnn for learning on point clouds" ACM Transactions On Graphics (TOG) 38.5 (2019): 1-12. s Fraud Risk



Results

«  We leverage publicly available publaynet dataset that has ~350K annotated images
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Map through Rol warp Layer)
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https://developer.ibm.com/technologies/artificial-intelligence/data/publaynet/

Tabular Data Extraction

Table Extraction is the task of detecting and decomposing table information in a document.

: : : P -
0 s D l T | .; \!‘; : .‘\I.

Excel Online

Here is an example of a table with a footnote -
. Fie Home et Cuata Rrvew - eie el e what you martt to do Open = Laced
Dabde 1. Cagtion goos hers

Title Colamn | Column 2 1 -

- -
- — . " A A __ ——" - 2o e ] T Avetes
First Test 1.2 NG 2 3
Second Test 3al 1.55¢ Pauie ooy . -~ ¢ ' f—h Vv o -,;. et Dwwtw bt
L [ Tp— . « K- ‘ . s"-.. Saam . & e~
Ths 40 the fctmete tem - n— had N e
" L
If you look at the form as defined in the tex file, you will see several things A a C D ' ’ G M ' ) X ~ ~ 0 -
of note. First, there is a tabular within a tabular, The outer (first to begin
last 10 end) tabular uses a single column and contalns two “rows The first : Tithe Cohumn 1 Cokumn 2
“tTow” is the inner tablular and the second “row™ is the footnote Next, we I Pt Temt 1 2M s5»
use the \dag command for the footnote symbol, but you can use any symbol 1 Sec Test 20 150
you like. | also added two hard spaces after the 1.586 so that the column 4
alignment wasn't messed up by the dagger. | used the rule command of 0
width and 1.2em beight to set the footnote offset below the table. Making ’
1.2 a greater number will increase the offset and vice versa. Finally, vou will .
note that | used veriptaiss 10 change the size of the footnote text. You could 7
make it \footnotesize or even keep it the same size as the table \small -

AMERICAN| Credit and
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https://nanonets.com/table-extraction?&utm_source=nanonets.com%2Fblog%2F&utm_medium=blog&utm_content=Table%20OCR%20for%20Detecting%20&%20Extracting%20Tabular%20Information

Extraction of Tables

» Existing approaches can be broadly classified into two categories;
* Top-down: Detect row/column first, followed by formation of cells.
« Bottom-up: Detect cells first, followed by formation of row/column.

« Top-Down: Advantages/Disadvantages™
« Straightforward and exploit alignment of different rows/columns to make decisions.
« Cannot handle spanning cells, because these cells are part of multiple rows/columns.

*Bottom-Up: Advantages/Disadvantages™*
« Bottom-up methods are complex and make decisions based on locality of cells. Since, process is started from
cell-level, these methods are more flexible and can handle a wide variety of tables.
» This flexibility sometimes causes to generate meaningless predictions.

*

1. Khan, Saqib Alj, et al. "Table structure extraction with bi-directional gated recurrent unit networks." 2019 International Conference on Document Analysis and Recognition (ICDAR). IEEE, 2019.

2. Schreiber, Sebastian, et al. "Deepdesrt: Deep learning for detection and structure recognition of tables in document images." 2017 14th IAPR international conference on document analysis and recognition
(ICDAR). Vol. 1. IEEE, 2017.

ko

1. Zhong, Xu, Elaheh ShafieiBavani, and Antonio Jimeno Yepes. "Image-based table recognition: data, model, and evaluation." arXiv preprint arXiv:1911.10683 (2019).
2. Qasim, Shah Rukh, Hassan Mahmood, and Faisal Shafait. "Rethinking table recognition using graph neural networks." 2019 International Conference on Document Analysis and Recognition (ICDAR).
IEEE, 2019.
amay Creditand 21
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Table Extraction Approach

Note:

1. Input: table location along with complete image to crop out the
required region.

2. Image Classification Model to classify a table into either
spanning type or non-spanning.

3. A CNN based model to directly estimate row and column
separators for spanning/non-spanning cases.

Non-

—» Pre- [N 1.\ Classifier
prOCGSS|ng

Table

image’

Classify table into either
spanning/non-
spanning?

Type of suppon Geoup

CMVinwBl AV-ECMO (0= 9
Lactated Ringer's (10 mikg) 2 L] 0015
Epnephrre 10.5-2 ugihg per mn [ 0049
Dopamine (3 pphg per minl 6 0048
Buarbonate (1 mEg/kg belus) 6 0.049
Survwing/nonsuravng &2 4“5 0.333
Total number of resuscitabve measures in sunviing ambs 2 (h =6} 12ih=4 0001
Cause of death Prolonged hypoterssan with  Prolenged hypoterson wih MAP <30

MAP <30 mmMg g and AV shurt <8% of CO

Input: Spanning table with column span=2 in 1st row

spanning
Post-
processing

Table in
Structured format

Model for row/column
separator3

Visualization of sample output ( A \

colspan=2

L Ll

L L L L
L L L L
L L L Ll
L4 L L Ll
Ll Ll Ll Ll
L L L L
v ' T 14

Prediction

Horizontal blue lines indicate row separators
Vertical small line segments indicate column separators for every cell

AMERICAN Credit and
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Information Extraction from Verbose Documents



Information Extraction from Verbose Documents

NER extracts the entity but do not generate the labels

Description

Adjective

Adposition

Adverb

Auxlary

Coordinating Conjunction

Determiner

Interjection

Noun

Person ORG
Stephen J. Squeri is the CEO of Amex, a multinational financial services corporation, which is is —
headquartered at 200 Vesey Street in New York city.
Location ::
Dependency parse tree or proximity-based methods fail to capture long dependencies o
E.g. The revenue growth for the company with the Covid-19 restrictions and the =
government aid remained to be below average at 4.5% o

Numeral

Particle

PRON

Pronoun

PROPN

Proper Noun

PUNCT

Punctuation

SCONJ

Subordinating Conjunction

Symbol

Verb

Other

nsubj
nmod
e “det conj xcomp
nmod compound cc mark
det case numMMo det cop case
[ercompound det punct Ym@ cc [ﬁf/ IEa-compound case 1 N @rnu

grthh for the compaTy wnth the Covud - 19 restrlctlons and the government ald remalned to be below average at 4.5

The revenue

N

%

memen Credit and 24
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Key-value Pair Extraction

Information extraction formulated as a question answering problem

Get paragraphs as Generate question

context from NER

Person ORG
Context: stephen J. Squeri is the CEO of Amex, a
multinational financial services corporation, which is is

headquartered at 200 Vesey Street in New York City .
Location Question Answer Pair

Question ~ Pa

Question: who is Stephen J. Squeri?

. Machine

{Context, Question} = FEREER L Answer: CEO of Amex SR
Embedding

Layer
’ @ BiLST™ 1 Modeling

O tnear-sofimax i ) g0

{KEY: Answer, VALUE: NER}
Outout
{CEO of Amex : Stephen J. Squeri} Start End i~

mEe Lreditand 25
Fraud Risk


https://en.wikipedia.org/wiki/200_Vesey_Street
https://en.wikipedia.org/wiki/New_York_City

Example (1/2)

Input to the System

In October 2019, the Company increased the borrowing capacity on the revolving credit loan by $33,000
increasing the available credit facility from $60,000 to $93,000....If the loans paid during months 13-24 or
25-36 and then a penalty of 2% and 1%, respectively, of the loan balance will be charged on the date of
repayment... The weighted-average remaining lease term and discount rate related to the Company's lease
liabilities as of September 26, 2020 were 10.3 years and 2.0%, respectively.

Output of the system
Sentences Entity Entity Type|Associated text

O e Compan oo oy [ en e
ot o by 540 cmin e I e 135 00 poney [ it
and then & penalty of 2% and 1%, respectivly, [1X240F 2536 [Date gl PP
3&;!»:)}&:;1”?;::? will be charged on the 2% and 1% Percent [:c'.;al;:'l:i;he
:i:;::;gﬁ:ed':;:get;emgﬁ ;l::;'ﬁ::semd 10.3 years Date remaining lease term
l;;‘;l;::::l:: gco‘;tmr;c;:":g'm were 2.0% Percent discount rate

AMERICAN|
[EXPRESS
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Example (2/2)

Input to the System

In October 2019, the Company increased the borrowing capacity on the revolving credit loan by $33,000
increasing the available credit facility from $60,000 to $93,000....If the loans paid during months 13-24 or
25-36 and then a penalty of 2% and 1%, respectively, of the loan balance will be charged on the date of
repayment... The weighted-average remaining lease term and discount rate related to the Company's lease
liabilities as of September 26, 2020 were 10.3 years and 2.0%, respectively.

Output by State-of-the-Art Open IE Systems

Sentence 1
Subject Relation Object
increased borrowing capacity

Stanford Open IE Company
Allen NLP Open IE the Compan increased
Sentence 2
Subject Relation Object
Stanford Open IE loan is If paid

the borrowing capacity on the revolving credit loan

Allen NLP Open IE the loan paid NIL
Sentence 3
Subject Relation Object
Stanford Open IE NIL NIL NIL
Allen NLP Open IE NIL remaining lease term

memen Credit and 27
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Information Extraction as Question Answering System

* A system which ingests a document, generates relevant
questions, retrieves answers which are focused finding
relevant information. Since the we are dealing in question
answer pairs, the relation problem is eliminated, and insight
generation is easier.

* QA Model : It is an open-source framework for NLP. This

model takes question and a paragraph as an input and
searches the answer from the paragraph.

« Syntactic Map : It is the representation that analyses the
grammatical structure of a sentence based on the
dependencies between the words in a sentence.

“What is the rent ?” —_—

“There is a beautiful

3BHK flat in Bangalore. —
The rent of this flat is

15000 Rs.”

QA Model
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Question Generation System — Sentence Level

(ADFP / IN)
H . . pobj
Sentence: “In connection with the refinance we reduced the loan amount by $6.8
million.” Sommection (1] |
prep

Noun Phrase Questions: Each sentence comprises subject-object and verb .
connecting them where Subject or Object is usually a noun or pronoun. o e
Initially we search for a noun and pronoun, after that we check for any noun
compound or adjective.

pobj

refinance [4)
(NOUN /NN) ¥

« Loan Amount | What is loan amount ? /um \n
( ):hlc .“ll)l ) (\’rl“l?lll“"\‘[;;z ?)
Preposition Phrase Questions: For complex phrase extraction we first start with ' '
preposition extraction. We then follow similar steps as in simple phrase /‘" *‘““N‘
extraction to look for phrases in both left and right of the preposition. — p—— by (10)
(PRON / PRIM) (NOUN / NN) (ADIP / IN)
« Connection with refinance | What is Connection with refinance ? / compound pobj
the [7] loan [8] million [13]
(DET /D) (NOUN / NN) (NUM / CD)
/ﬂi\l‘lll"(x\u""lk)lllld
s ~ 68[12)
(S5YM / §) (NUM / CD)
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Sentence level question generation example

Sentence : The weighted-average remaining —
lease term and discount rate related to the X/ VI

Company’s lease liabilities as of //\ «.N

September 26, 2020 were 10.3 years and

wiy W]

2.0%, respectively i) e \
"‘ruvnul o« o)
Noun Phrases Extracted: F AN RN AR
* average lease term
° Iease |IabI|ItIeS peep ' mamnod |\ pasct
. discount rate e Jon ) (e
ngm l?ew Py

Preposition Phrases Extracted: 1
* average remaining lease term e /b | | oo T e

. oty arvrd
Questions Created : |

H . . labehaes |16 [

 What is average remaining lease term
«  What is lease liabilities / _—
« What is discount rate e——— o
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Sentence level question generation example

Sentence : In October 2019, the Company
increased the borrowing capacity on the revolving
credit loan by $33,000 increasing the available
credit facility from $60,000 to $93,000.

Py oty
Noun Phrases Extracted: | — —
° bOITOWIng CapaC|ty VTN s a2 DEY /0T " " N (AL l\L\xl Por
* revolving credit loan ememend ~ NG
« available credit facility - . e P—

INUM /CD ONVOUN N 5YM /'S

Preposition Phrases Extracted: “ “‘v
*  borrowing capacity on revolving credit loan

o (15
Questions Created : / / {\ \
the (18 credit [20]

«  What is borrowing capacity on revolving credit loan . DS ! ovoun e | | ene /<o

 What is available credit facility

What is revolving credit loan A / o Nmmm
What is borrowing capacity iy PART 1 T .y
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Information Extraction from Form Type Documents



Sample Input Output
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Information Extraction from Form Type Documents

Objective: Extract data elements from Templatized type documents into structured key-value pairs

Solution:

To be exposed as a service that can be consumed by partners in their end-to-end process without the need for manual
heuristics

GENERIC
(PRE-DEFINED) PRUNING OF
KEY-VALUE ———————  KEY-VALUE
PAIR PAIRS
}Q EXTRACTION
PDF )
Universal
Document @
Parser L
CUSTOM “
(NEED SPECIFIC) PRUNING OF
KEY-VALUE PAIR KE;X{Q;UE
EXTRACTION
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Existing Methods for information extraction (Form-Type Documents)

1 Template-based : 2 NLP Based :

Rules to conclude what is the type of information contained in The goal of assigning tags to each portion of the text
each position on the image

CONS: PROS: Able to perceive unseen layout

1. Cumbersome and error prone process CONS:

2. Fails on unseen templates

. . 1. Breaks down with multiline text, like addresses and tables
3. Does not take spatial features into account

2. The cases where information is embedded in the spatial

arrangement of the layout, not in the text itself

Example Example
Invoice |/INVOICE C111032
oy et 3 World Financial Center
DATE INVOICE # Invoice Number: 100153386
118708 7 Invoice Date: MC 01-06-12
i AL New York NY 10285
INVOICE i
LU I INVOICE # 215589 United States
ment o;: l DUKFS IN00092762 PO # 48 -
gy T Dmo Terms Net 30
PerTomance dee 6/2018 Cust #: C111032

7 (@)

(c)

example only — not real data AN I(:’rraet%tsgﬁ ”



Existing Methods and Motivation for using GCN

3 Deep Neural Networks (Supervised CNNs) Graph Neural Networks

PROS: Able to capture local patterns irrespective of variability 1. The need to recognize local patterns in graphs, a GCN could start
CONS: by capturing local patterns between neighbouring nodes in a graph
1. Limitation to capturing local pattern through vertices which all have 2. Graphs are locally connected structures, which makes them a

equal weightage. good candidate for the type of analysis supported by a stack of

2. Addresses and tables, where the information is embedded in the spatial convolutions.
arrangement of the layout, not in the text itself.

1. Nodes are spatially related to each other N < &Zg ) A 1. No implicit uniformity
by their Euclidean distance, nodes will have ® /_ ) assumption
an absolutely uniform structure: each node \ / §< ‘/ .
has equally-weighted edges to its 4 2. The edges between nodes only
immediate neighbours NN/ ‘>< " > \ exists if they are explicitly defined
ANIAIAL e
v | w | w o’

2. Filters analyse patterns in the locality of
each pixel, e.g.: changes in colour that
indicate borders.
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Solution Overview

Text Segments of Document Manual
[ ] features
N
Bert Text
embeddings
‘ L1 °
e | 1| Resnet

— Image

ILLY ESPRESSAMENTE #124
lampa International

Afrport
Tampa, FL
1051 Tytianna
Crk 1047 Nov11°19 12:37P Gst 0
ine In .

1 Aquafina 3,25
1 brotient 389
1 Protien Y003 8
13.44
Subtotal 12.64
Tax 0.80
Payment 13.44

Original Receipt Example

example only — not real data

embeddings

Concatenated Graph
oncatenate .
features Convolutional

Network

BiLSTM

Fully Connected Layer

Node wise
prediction labels
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Modelling approach
1. Text Embedding

= Bert

2. Image Embeddings

= Resnet

3. Manual Features specific to dataset
= Date,

= Bounding Box Co ordinates
= Currency

4.Edge Embeddings w; hi w;
= X,Y : Horizontal and Vertical Distance between boxes rij = [-'Dz'ja Yij, . 7, J
W,H : Width and Height of the text boxes hi" hi h;

I

Node wise classification based on Node and edge embeddings

References: “Graph Convolution for Multimodal Information Extraction from Visually Rich Documents”
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Use Case Highlight: Bank Statements



Key Fields for Extraction

1425 JAMES ST, PO BOX 4000

Ei FIRST BANK OF WIKI

example only — not real data

CHEQUING ACCOUNT STATEMENT

VICTORIA BC VBX 3X4 1-800-555-5555 Page :10f 1
JOHN JONES
— 1643 DUNDAS ST W APT 27 2003-10-09 to 2003-11-08 00005-
_ TORONTO ON M6K 1Vv2 123-456-
[ Date |  Description |Ref. |Withdrawals | Deposits | Balance
2003-10-08 Previous balance 0.55
2003-10-14  Payroll Deposit - HOTEL 694.81 695.36
2003-10-14  Web Bill Payment - MASTERCARD 9685 200.00 495,36
2003-10-16 ATM Withdrawal - INTERAC 3990 21.25 47411
2003-10-16 Fees - Interac 1.50 47261
2003-10-20 Interac Purchase - ELECTRONICS 1975 299 469.62
2003-10-21  Web Bill Payment - AMEX 3314 300.00 169,62
2003-10-22 ATM Withdrawal - FIRST BANK 0064 100.00 69.62
2003-10-23  Interac Purchase - SUPERMARKET 1559 29.08 4054
2003-10-24  Interac Refund - ELECTRONICS 1975 299 4353
2003-10-27 Telephone Billl Payment - VISA 2475 6.77 36.76
2003-10-28  Payroll Deposit - HOTEL 694.81 731.57
2003-10-30 Web Funds Transfer - From SAVINGS 2620 50.00 781.57
2003-11-03  Pre-Auth. Payment - INSURANCE 33.55 748.02
2003-11-03 Cheque No. - 409 100.00 648.02
2003-11-06 Mortgage Payment 71049 6247
2003-11-07 Fees - Overdraft 5.00 67 .47
2003-11-08 Fees - Monthly 5.00 1247
*** Totals *** 151563 144261

—_—

Ownership details,
e.g., account name,

number for
authorization

Transaction details

for understanding
of financial risks
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Opportunities

©‘ Existing cloud or vendor-based solutions are limited in quality and cover only generic fields.

** Vendor-based solutions can not provide near real-time response and thus compromise customer
experience

@ Huge opportunity to mitigate the risk of financial loss, operational expenses and protects brand
reputation

M Credit and
Fraud Risk
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Desired Features for a Bank Statement Extraction Solution

Effective, fast &
fully automated
parsing

Generalizes
reasonably to
newer layouts

Flags Native v/s
Non-native
Statements

Extracts custom
meta-data,
ownership details

Performs self-
testing to flag
errors

AMERICAN| Credit and
B Fraud Risk
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Pipeline for Bank Statement Extraction

Parse tabular data to Organize transaction types
structured format | manage page spill over

Table Post
Parsing Processing
Generate structured Table
representation Detection

Extract different

y Component components from

}Q ma Doc Parser

PDF Detection the documents
St Btank ¢ Text Blocks
atemen Detection

Named Entity Labeled field
Recognition Extraction

Extract date, person Identify & score

organizations to reduce candidate key-
candidate search space value pairs

Tally transactions with
the overall summary

Self
validations

Unlabeled
field
Extraction

Identify & score client
details, period etc.

X

Transactional
details

Statement

meta-data / ownership

details

AMERICAN
EXPRESS

Credit and
Fraud Risk
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Use Case Highlight: Digital Auditor



Digital Auditor

Business Problem : Procure-to-Pay operations validates if invoices are legitimate, unique, and had not been
previously financed, which is extensively laborious and subjective

Two invoices are Industry practice is to

duplicate not only when identifying exact Not sufficient

they are exact copies but duplicate basis meta-
also if there are similar data fields captured in
or overlapping fields ERP

In its 2014 annual report, the US Government Accountability Office (GAO) disclosed that it was
involved in preventing such improper payments of $124.7 billion within just 22 federal agencies

Duplicate invoices occur far more often than organisations realise (around 0.1% total invoice
payments) and the overlapping invoice scenario is the big fraction of duplicate invoices.

AMERICAN| Credit and
mam Fraud Risk


http://www.gao.gov/products/GAO-15-482T

Why Digital Auditor ?

How ERP Solutions detect Potential Duplicate Invoices

Due to limitations in current ERP solutions, organizations must invest manual effort in identification of duplicate invoices and
prevent them from payment

Current Invoice Invoices from Same Supplier over
from the Supplier last 12 months

« Same Invoice Number
« Same Amount

Current ERP Solutions are completely equipped to detect fraudulent /

incorrect Invoices
46



Digital Auditor Solution

Organizing details
of each invoice

‘ R Structuring
algorithm

Daily feed of

Invoices

Transforms PDF
into structured
key-value pairs

Data
extraction

module

Compare invoices
based on
similarities

Fuzzy
matching
module

Database
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Stage1: Data Extraction Module

Information Extraction & NLP (3)

Regular expressions (REGEX): Regex:
-capture different fields like invoice no, amount, date, PO, Invoice No: [ij[n][v][o][il[c][e]\s*[\s#:=-]+\s*([\w-]+) | INvoice  INV127541
1 H 1 1t . Date 4/30/2018
pgrlod etc. including varlatlpns across vgndors Invoice Date: date\s*[#-:]*\s*\d{1,2\/\d{1,2)\/\d{4}| oo, oasmorr
- Multiple regex to capture all different variations Invoice PO: [p][o]\s*[:#-]*\s*(\w+) Terms Net 15
’ Payment Due 5/15/2018
Structure-aware extraction: Candidate key-value
- Based on keywords from field lookup dictionary On% Invoice [pairs
-leverage the field context and the structural information to nese.... e R N o O
create candidate field-value pairs Thank Youforyour order | 510 Joommact o Teme | imoice Amour Invoice Number: 206496501
-run the candidate pairs through REGEX romost = e P ormei NETT
Invoice Amount: 8,350.19

U

Extracted
key-value -
pairs
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Stage1: Data Extraction Module

Information Extraction & NLP (3)

Table parsing:

-triggered by keywords from a look-up dictionary

-associating values to field column based on the structural
position of field and value

- robust to blank columns or missing column headers

Address parsing:
-triggered by keyword from address look-up dictionary
-or pyap(python address parser) based on reqular

Item Description Hours Rate From Till date Amount
AMEX 110 Bhavesh Jain 160 68.50 | 10/22/2016 11/18/2016 10,960.00
Amx293 Pradyumna Poddar 160 70.00 | 10/22/2016 11/18/2016 11,200.00

4

[{'from": ' 10/22/2016', 'description': ' bhavesh jain', 'amount': ' 10,960.00', 'till date': ' 11/18/2016', 'hours': '
160, 'item': ' amex 110', 'rate': ' 68.50’},

{'from': '10/22/2016', 'description': ' pradyumna poddar’, 'amount': ' 11,200.00', 'till date': ' 11/18/2016',
'hours': ' 160', 'item': ' amx293', 'rate': ' 70.00'}]

expressions to validate valid components like street
number, street name followed by a street identifier, city state
name abbreviation.

0 Invoice
nes.....
Customer No Invoice Date Invoice Number
300366 | 2282017 | 206496501
Thank Y ou for your order P.0/Contract No. Terms Invoice Amount
PO1206980 NET 1 8,350.19
Bill To: Ship To:
American Express American Express
TRS Co Inc Accertify
20022 N 31st 2 Pierce Place, Ste 900
Phoenix, AZ 85027 Itasca, IL 60143
Attn: Greg Consier

U

[[u' bill to: american express trs co inc 20022 n 31st phoenix, az 85027’],
[u' ship to: american express accertify 2 pierce place, ste 900 itasca, il 60143 attn: greg consier’]]

AMERICAN|
4 EXPRESS

Credit and
Fraud Risk
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Stage1: Data Extraction Module

Examples of data extraction

oo uc
e
CONVERSANT o oo e

ADVERTISING INVOICE
vcica NG CHOTIN) 4 TEEY
imvcca Oste w1017
Ove e ettt

LT L TTr——

WAL PATMENT 1O CHEANGHT COUSIER ACORESS
P Commanon hrchon LLC
oo 714185

g & 407 431

-
EMC =% T T
[T~y — e
- o v [y 20.0m 201
BHTo | A A e hpTe ) AN DoRess
pr o S rmo o
" Smhress
=
T N T L S —— e
e - Cmserpton Oy o Ut v | G P | -
e e o oy s - ) =
H resesme Pyt Lypmdey=y . e amer -
- :
—]
T cown |
o o -
LT
RS [
A -

example only — not real data e

Data
Extraction
Module

Data

Extraction
Module

Invoice_No: cj4019917
Invoice_Date: 7/01/2017
Invoice_Due_Date: 8/31/2017
Invoice_Amount: 462,537.50
Invoice_Address:|
‘bill to : american express consumer affiliate, 200 vesey street, 44th floor, new york, ny 10285',
‘attention : michal flejsierowicz, michal flejsierowicz@aexp.com;, cc: amalia asan, amanda noodell,
armand lamhing, michael arlia;,matt santini’
)|
Invoice_Description:[{
'Description_Text" [],
‘Line_ltems": [
{'price": 'None', ‘campaign name / description": june balance’},
{'price": '158,125.00", ‘campaign name / description”: 'bankrate g2 placement fees'},
{'price": '126,412.50", ‘campaign name / description": 'offers quarterly fee'},
{'price": * 178,000.00", ‘campaign name / description': ‘dealmoon g2 placement package'}
.
‘Description_Explored": [],
‘Overall_Description": |

u'campaign name / description price

june balance

bankrate g2 placement fees 158,125.00
offers quarterly fee 126,412.50
dealmoon q2 placement package 178,000.001

Extracted data as json (key-value
pairs)

Invoice_No:m5200535386

Invoice_Date:20-oct-2014

Invoice_Due_Date:19-nov-2014

Invoice_Amount:3,350.00

Invoive_Po_No: po1123339

Invoice_account_no:None

Invoice_Address:|
[u'bill to:', u'attn ', u' american express', u' 20022 n 31st ave’, u’ phoenix az 85027")]
[[u'ship to:', u'american express', u'sandra edwards’, u'3202 w behrend dr', u'phoenix az 85027")

Invoice_Description:[{

‘Description_Text" [],

‘Line_ltems": [
{'description": ' backup and recovery manager avamar', 'qty shipped" ' 1, tax": ' 0.00', ‘item":
'456-103-950", line number’: '1", "unit price": ' 0.00", ‘'extended price": ' 0.00%},

{'description": 'brs sol architect 4 hours gs', 'qty shipped” ' 2, 'tax": ' 0.00", 'item": 'ps-bas-sabrs',
‘line number": "2', "unit price": ' 1,675.00", 'extended price" ' 3,350.007),
'‘Description_Explored": [],
‘Overall_Description”: |

u'line number item description qty
shipped unit price extended price tax\n1 456-103-950
backup and recovery manager avamar 1 0.00 0.00
0.00\n2 ps-bas-sabrs brs sol architect 4 hours gs

2 1,675.00 3,350.00 0.001

Extracted data as json (key-val

\ el Credit and
pairs) s Fraud Risk
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Stage2: Duplicate Detection Module

!
!
|
v

Feedback

Structured data
from daily &
historic invoices

Data pre-
processing

Pair-wise
similarity/feature
vector generation

Model building

Domain rules

Potential duplicate
review report

Removing
special
characters,
standardizin

g datetime
formats,
binning

addresses

Compute
similarities
between
different
numeric,
alphanumeric,
text, datetime
& address
fields

Pose this as
a binary
classificatio
n problem

(duplicate vs
original),
and train a
GBDT

algorithm

Safety net of
domain
rules along
with ML
model

Predicts
duplicate

pairs along
with reason
codes

AMERICAN Credit and
mam Fraud Risk
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Feature Extraction Examples

Item

Description

Rate

From

Till date

Amount

AMEX 110

Bhavesh Jain

68.50

12/24/2016

01/20/2017

10,960.00

Invoice2
Item Description Hours Rate From Till date Amount
2a |AMEX 110 Bhavesh Jain 160 68.50 | 10/22/2016 11/18/2016 10,960.00
2b Amx293 Pradyumna Poddar 160 70.00 | 10/22/2016 11/18/2016 11,200.00

[{'from': ' 12/24/2016', 'description': ' bhavesh jain', 'amount': ' 10,960.00', 'till date': ' 01/20/2017',
'hours': ' 160, 'item': ' amex 110", 'rate": ' 68.50'}]

Extracted description text

Bhavesh Jain Bhavesh Jain

4

[{'from': ' 10/22/2016', 'description': ' bhavesh jain', 'amount': ' 10,960.00', 'till date": '
11/18/2016', 'hours': ' 160', 'item': ' amex 110', 'rate': ' 68.50'},

{'from': ' 10/22/2016', 'description': ' pradyumna poddar', 'amount': ' 11,200.00', 'till date':'
11/18/2016', 'hours': ' 160', 'item': ' amx293', 'rate': ' 70.00'}]

Extracted description text

Bhavesh Jain Pradyumna Poddar

68.50 68.50
Derived period field 12/24/2016- 10/22/2016-
01/20/2017 11/18/2016
10,960.00 10,960.00

1a -> 2b mmmp 160 160
68.50 70.00
Derived period field 12/24/2016- 10/22/2016-
01/20/2017 11/18/2016
10,960.00 11.200.00

Segregate columns, compare corresponding fields and pick the best matching line-item

memen Credit and
mam Fraud Risk
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Stage2: Duplicate Detection Module
Model Building (6)

)=

Invoices

an
o ™

Pairwise

S EWHES

Invoice pairs

Prediction and Feedback Loop (8)

)=

Invoices

ENTERPRISE
DIGITAL &
ANALYTICS

- Historic invoices

4

Pairwise

S EWHES

Pair-wise similarity vector
between a test invoice & a
historic invoice

Feature

vectors

Feature Vector Label
X X X X X X n
2 |3 (4al5 |6 17

between different fields

Model decision 7
refinement based on
domain rules

Domain

rules

Feedback provides additional
instances to train the model

AXG

Boost

n_estimators=100,
learning_rate=0.01,
max_depth=10

Review of PDR and

duplicate
investigation

Credit and
Fraud Risk
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Future Research



Key Areas

Information
Extraction

Document

Authenticity

« Generic information extraction i.e. move beyond the
predefined list of elements to be extracted

« Documents needs to be authenticated against forgery &

tampering if they have to support critical decisions such as
underwritings, KYC etc

* Look beyond textual information to make sense out of visual
elements of documents such as figures and tables

AMEI;I;AN C red it a nd

m Fraud Risk
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VQA on Document Images

DIABETES IN AUSTRALIA

DIABETES AFFECTS: BY GENDER

How many females are affected by diabetes: 3.6%

; What percentage of cases can be prevented: 60%
1in0
aduits

What could lead to blindness or stroke: diabetes

ANNUAL
ECONOMIC @
COST:

$6 BILLION |

Diabetes is the sixth leading cause of death in Australia. If ndiagnosed or
i treated, it caa lead to coronary heart disease, stroke, kidney
failure, limb amputations or blindness.

AAAAA ey Credit and
— Fraud Risk




VQA on Images

Who is wearing glasses? Where is the child sitting?
man woman fridge arms

Making the V in VQA Matter: Elevating the Role of Image Understanding in Visual Question Answering (CVPR 2017) M cdit and

B Fraud Risk



VQA on Financial Document Images

Sarnglied Prychelogcal Services
_
P 4w
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Pty el wd et
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Conclusions

Documents are one of the key sources of unstructured data in the context of an enterprise

Al powered document intelligence can understand the structure of a document and extract
contents which leads to significant process efficiency

While information extraction from documents can be performed using naive methods or rule
based approaches — they tend to fail when the document structure dynamically changes

Deep learning approaches borrowed from image processing, computer vision and other
related disciplines can significantly outperform naive rule based approaches

A high accuracy approach for information extraction from documents can lead to speed and

delightful customer experience in an industry setting

= Credit and
Fraud Risk
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THANKS!!



