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What is Document Intelligence?



Quick Primer on Document Intelligence
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Faster and  more 
informed decisions

Increased 
operational 
efficiency

Data governance, 
integrity & 
compliance

Enhanced 
customer 

experience 

It allows us to tap into the opportunities offered by unstructured document data and unlock the potential for: 

1. Extract what's there 2. Understand it 3. Make it useful

How does it work?



Documents available in Financial Industry
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Semi-Structured Unstructured

Bank Statements
Balance Sheets Invoices

Receipts

PassportIDs

Contracts Policies

Financial / Earnings Reports Marketing Creatives

Structured

Application Forms

Tax/Claim Forms



Sample Enterprise Use Cases & Types of Documents
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Efficiency gained by AI powered document intelligences fuels revenue growth or helps in loss savings 

Form Type Verbose Type

https://upload.wikimedia.org/wikipedia/commons/c/cb/
BankStatementChequing.png

• Understand spend pattern from invoices
• Get cash-flow insights from bank statements

• Review marketing creatives before campaign launch
• Highlight key clauses from contract documents

https://legaltemplates.net/form/cons
truction-contract-agreement/

example only – not real data



Information Extraction from Documents



Extraction Challenges in Verbose Documents

10

Text

example only – not real data

Title

Financial Statement

*

Medical journal 
table

#

* - cell spanning three columns
# - cell covering multiple lines

Tables have different types 
of cell formats 

� Simple rule-based or template-based approach will fail to extract table 
types that vary across different documents



Extraction Challenges in Form Type Documents

11

� Form type documents also have diverse templates

Rule-based

NLP-based

Supervised CNN-based

Typical 
Extraction 

Approaches

� Rule-based approaches can’t handle unseen templates and are difficult to manage

� NLP-based approaches assign tags to each portion of the text while CNN-based approaches can 
capture irrespective of variations in templates

� Both NLP/CNN approaches have limitations for the cases where information is embedded in the 
spatial arrangement of the layout, not in the text itself

example only – not real data



Impact of Extraction on Downstream Systems/Processes
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Automated payment/claim processing by understanding merchant details, 
line item description, pricing details etc.

Automated verification of bank account ownership as well as summarizing 
the total credit and debit amount from transactions

Automated validation of terms and conditions, spelling checks and 
adherence to branding guidelines



Overview of Extraction Approaches:

General Component Detection &  Extraction Approaches

Extraction for Verbose Documents
Extraction for Form Type Documents



A General Component Detection & Extraction Pipeline
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Region 
Proposal 
Network

CNN Iterative 
refinement DGCNN

Bounding Boxes 
+ 

Class prob.

Proposes 
potential object 

regions 

Refines 
location 

and predicts 
object class

Iteratively 
Refines 

Predictions

Refines predictions 
based on 

neighboring  objects 

Document 
image

Faster RCNN
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Faster RCNN

For each predefined region 
known as Anchor Boxe, gives 
”objectness” score which 
indicates the probability of an 
object being present in the box.

Backbone of the network, learns 
features of the image using

Convolutional neural networks 

Uses ROI Pooling to get features 
specific to the proposal and
predicts the object class and 

adjusts bounding box prediction

S. Ren, et al. ”Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks" IEEE Trans. On Pattern Analysis and Machine 
Intelligence, June 2017, pp 1137-1149, vol. 39.



Iterative Refinement
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Idea: Objects can be located accurately by iteratively refining predictions 

1st Iteration After n
iterations



Under the Hood: Iterative Refinement 
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ROI Align FC 
Layer 

Bounding box 
offsets
Class prediction

N

Bounding box features are extracted by using ROI 
Align layer. Iteratively bounding box and object 

class predictions are made.

From Faster 

RCNN

R. N. Rajaram, E. Ohn-Bar and M. M. Trivedi, "RefineNet: Iterative refinement for accurate object localization," doi: 10.1109/ITSC.2016.7795760.

Final layer for predicting 
bounding box and object class.



DGCNN
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Idea: Components can be better understood by looking at others in its proximity

Changes bounding 
boxes based on 

neighbors

Changes class 
based on 
neighbors

Initial components & 
their bounding boxes

Refined components & 
their bounding boxes

Wang, Yue, et al. "Dynamic graph cnn for learning on point clouds" ACM Transactions On Graphics (TOG) 38.5 (2019): 1-12.



Results
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• We leverage publicly available publaynet dataset that has ~350K annotated images

https://developer.ibm.com/technologies/artificial-intelligence/data/publaynet/


Tabular Data Extraction

20

Table Extraction is the task of detecting and decomposing table information in a document.

1
2

3

https://nanonets.com/table-extraction?&utm_source=nanonets.com%2Fblog%2F&utm_medium=blog&utm_content=Table%20OCR%20for%20Detecting%20&%20Extracting%20Tabular%20Information


Extraction of Tables

• Existing approaches can be broadly classified into two categories;
• Top-down: Detect row/column first, followed by formation of cells.
• Bottom-up: Detect cells first, followed by formation of row/column.

• Top-Down: Advantages/Disadvantages*
• Straightforward and exploit alignment of different rows/columns to make decisions.
• Cannot handle spanning cells, because these cells are part of multiple rows/columns.

•Bottom-Up: Advantages/Disadvantages**
• Bottom-up methods are complex and make decisions based on locality of cells. Since, process is started from 

cell-level, these methods are more flexible and can handle a wide variety of tables.
• This flexibility sometimes causes to generate meaningless predictions.

*
1. Khan, Saqib Ali, et al. "Table structure extraction with bi-directional gated recurrent unit networks." 2019 International Conference on Document Analysis and Recognition (ICDAR). IEEE, 2019.
2. Schreiber, Sebastian, et al. "Deepdesrt: Deep learning for detection and structure recognition of tables in document images." 2017 14th IAPR international conference on document analysis and recognition 

(ICDAR). Vol. 1. IEEE, 2017.

**
1. Zhong, Xu, Elaheh ShafieiBavani, and Antonio Jimeno Yepes. "Image-based table recognition: data, model, and evaluation." arXiv preprint arXiv:1911.10683 (2019).
2. Qasim, Shah Rukh, Hassan Mahmood, and Faisal Shafait. "Rethinking table recognition using graph neural networks." 2019 International Conference on Document Analysis and Recognition (ICDAR).              

IEEE, 2019.
21



Table Classifier

Table 
image1

Spanning

Non-
spanning

Post-
processing

Table in 
Structured format

Note: 
1. Input: table location along with complete image to crop out the 

required region. 
2. Image Classification Model to classify a table into either 

spanning type or non-spanning.
3. A CNN based model to directly estimate row and column 

separators for spanning/non-spanning cases.

Pre-
processing

Table Extraction  Approach

Classify table into either 
spanning/non-

spanning2
Model for row/column 

separator3

Input: Spanning table with column span=2 in 1st row

colspan=2

• Horizontal blue lines indicate row separators
• Vertical small line segments indicate column separators for every cell

Prediction

Visualization of sample output



Information Extraction from Verbose Documents



Information Extraction from Verbose Documents
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� NER extracts the entity but do not generate the labels

� Dependency parse tree or proximity-based methods fail to capture long dependencies
� E.g. The revenue growth for the company with the Covid-19 restrictions and the 

government aid remained to be below average at 4.5% 

Stephen J. Squeri is the CEO of Amex, a multinational financial services corporation, which is is 
headquartered at 200 Vesey Street in New York city.

Person ORG

Location



Key-value Pair Extraction
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{KEY: Answer, VALUE: NER}

{CEO of Amex : Stephen J. Squeri}

Generate question 
from NER

Context: Stephen J. Squeri is the CEO of Amex, a 
multinational financial services corporation, which is is 

headquartered at 200 Vesey Street in New York City .

Get paragraphs as 
context Extract NER

Question: Who is Stephen J. Squeri?

Machine 
Comprehension Model{Context, Question} Answer: CEO of Amex

Information extraction formulated as a question answering problem

Person ORG

Location

https://en.wikipedia.org/wiki/200_Vesey_Street
https://en.wikipedia.org/wiki/New_York_City


Example (1/2) 
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Input to the System

Output of the system 



Example (2/2) 
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Input to the System

Sentence 1
Subject Relation Object

Stanford Open IE Company increased borrowing capacity

Allen NLP Open IE the Company increased the borrowing capacity on the revolving credit loan 

Sentence 2
Subject Relation Object

Stanford Open IE loan is If paid
Allen NLP Open IE the loan paid NIL

Sentence 3
Subject Relation Object

Stanford Open IE NIL NIL NIL
Allen NLP Open IE NIL remaining lease term

Output by State-of-the-Art Open IE Systems



Information Extraction as Question Answering System 
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• A system which ingests a document, generates relevant 
questions, retrieves answers which are focused finding 
relevant information. Since the we are dealing in question 
answer pairs, the relation problem is eliminated, and insight 
generation is easier. 

• QA Model : It is an open-source framework for NLP. This 
model takes question and a paragraph as an input and 
searches the answer from the paragraph. 

• Syntactic Map : It is the representation that analyses the 
grammatical structure of a sentence based on the 
dependencies between the words in a sentence.

QA Model 15000 Rs
“What is the rent ?”

“There is a beautiful 
3BHK flat in Bangalore. 
The rent of this flat is 
15000 Rs.”

Syntactic Map of 
the sentence



Question Generation System – Sentence Level
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Sentence: “In connection with the refinance we reduced the loan amount by $6.8
million.”

Noun Phrase Questions: Each sentence comprises subject-object and verb
connecting them where Subject or Object is usually a noun or pronoun.
Initially we search for a noun and pronoun, after that we check for any noun
compound or adjective.

• Loan Amount | What is loan amount ?

Preposition Phrase Questions: For complex phrase extraction we first start with
preposition extraction. We then follow similar steps as in simple phrase
extraction to look for phrases in both left and right of the preposition.

• Connection with refinance | What is Connection with refinance ?



Sentence level question generation example
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Sentence : The weighted-average remaining 
lease term and discount rate related to the 
Company’s lease liabilities as of 
September 26, 2020 were 10.3 years and 
2.0%, respectively 

Noun Phrases Extracted: 
• average lease term 
• lease liabilities
• discount rate 

Preposition Phrases Extracted: 
• average remaining lease term 

Questions Created :
• What is average remaining lease term
• What is lease liabilities
• What is discount rate



Sentence level question generation example
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Sentence : In October 2019, the Company 
increased the borrowing capacity on the revolving 
credit loan by $33,000 increasing the available 
credit facility from $60,000 to $93,000.

Noun Phrases Extracted: 
• borrowing capacity
• revolving credit loan
• available credit facility 

Preposition Phrases Extracted: 
• borrowing capacity on revolving credit loan 

Questions Created :
• What is borrowing capacity on revolving credit loan 
• What is available credit facility 
• What is revolving credit loan
• What is borrowing capacity



Information Extraction from Form Type Documents



33INPUT OUTPUT

Sample Input Output

example only – not real data
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Information Extraction from Form Type Documents

Objective: Extract data elements from Templatized type documents into structured key-value pairs

Solution: 

� To be exposed as a service that can be consumed by partners in their end-to-end process without the need for manual 
heuristics

GENERIC
(PRE-DEFINED) 

KEY-VALUE 
PAIR 

EXTRACTION

PRUNING OF 
KEY-VALUE 

PAIRS

CUSTOM
(NEED SPECIFIC) 
KEY-VALUE PAIR 

EXTRACTION

PRUNING OF 
KEY-VALUE 

PAIRS

Universal 
Document 

Parser



Existing Methods  for information extraction (Form-Type Documents)
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1 Template-based : 

Rules to conclude what is the type of information contained in 
each position on the image

CONS: 

1. Cumbersome and error prone process

2. Fails on unseen templates

3. Does not take spatial features into account

Example

2 NLP Based : 

The goal of assigning tags to each portion of the text

PROS: Able to perceive unseen layout

CONS:

1. Breaks down with multiline text, like addresses and tables

2. The cases where information is embedded in the spatial 

arrangement of the layout, not in the text itself

Example

example only – not real data



Existing Methods and Motivation for using GCN
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3 Deep Neural Networks (Supervised CNNs)

PROS: Able to capture local patterns irrespective of variability

CONS: 

1. Limitation to capturing local pattern through vertices which all have 
equal  weightage.

2. Addresses and tables, where the information is embedded in the spatial 
arrangement of the layout, not in the text itself.

Graph Neural Networks

1. The need to recognize local patterns in graphs, a GCN could start 
by capturing local patterns between neighbouring nodes in a graph

2. Graphs are locally connected structures, which makes them a 

good candidate for the type of analysis supported by a stack of 

convolutions.

1. Nodes are spatially related to each other 
by their Euclidean distance, nodes will have 
an absolutely uniform structure: each node 
has equally-weighted edges to its 4 
immediate neighbours 

2. Filters analyse patterns in the locality of 
each pixel, e.g.: changes in colour that 
indicate borders.

1. No implicit uniformity 
assumption

2. The edges between nodes only 
exists if they are explicitly defined
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Text 
embeddings

Image 
embeddings

Bert

Resnet

Manual 
features

Concatenated 
features

Graph 
Convolutional 
Network

Node wise 
prediction labels 

Original Receipt Example

BiLSTM

Fully Connected Layer

Solution Overview

example only – not real data
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1. Text Embedding
▪ Bert

2. Image Embeddings
▪ Resnet

3. Manual Features specific to dataset
▪ Date, 
▪ Bounding Box Co ordinates 
▪ Currency

4.Edge Embeddings 
▪ X,Y : Horizontal and Vertical Distance  between boxes
▪ W,H : Width and Height of the text boxes

Node wise classification based on Node and edge embeddings

Modelling approach

References: “Graph Convolution for Multimodal Information Extraction from Visually Rich Documents”

https://towardsdatascience.com/bert-explained-state-of-the-art-language-model-for-nlp-f8b21a9b6270
https://towardsdatascience.com/understanding-and-visualizing-resnets-442284831be8


Use Case Highlight: Bank Statements



Key Fields for Extraction 
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Ownership details, 
e.g., account name, 

number for 
authorization

Transaction details 
for understanding 
of financial risks

example only – not real data



Opportunities
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Vendor-based solutions can not provide near real-time response and thus compromise customer 
experience

Huge opportunity to mitigate the risk of financial loss, operational expenses and protects brand 
reputation

Existing cloud or vendor-based solutions are limited in quality and cover only generic fields. 



Desired Features for a Bank Statement Extraction Solution  
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Effective, fast & 
fully automated 

parsing 

Performs self-
testing to flag 

errors 

Extracts custom 
meta-data, 

ownership  details

Generalizes 
reasonably to 
newer layouts

Flags Native v/s 
Non-native 
Statements



Pipeline for Bank Statement Extraction
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Bank 
Statement

Labeled field 
Extraction

Component 
Detection

Doc Parser

Generate structured 
representation 

Table 
Parsing

Post
Processing

Transactional 
details

Statement 
meta-data / ownership 

details

Self 
validations

Unlabeled 
field 

Extraction
Named Entity 
Recognition

Extract different 
components from 

the documents

Table 
Detection

Text Blocks 
Detection

Parse tabular data to 
structured format 

Tally transactions with 
the overall summary

Identify & score client 
details, period etc. 

Organize transaction types 
/ manage page spill over

Extract date, person 
organizations to reduce 
candidate search space

Identify & score 
candidate key-

value pairs



Use Case Highlight: Digital Auditor



Digital Auditor

45

Business Problem : Procure-to-Pay operations validates if invoices are legitimate, unique, and had not been 
previously financed, which is extensively laborious and subjective

Two invoices are 
duplicate not only when 
they are exact copies but 
also if there are similar 

or overlapping fields 

Industry practice is to 
identifying exact 

duplicate basis meta-
data fields captured in 

ERP

Not sufficient

In its 2014 annual report, the US Government Accountability Office (GAO) disclosed that it was 
involved in preventing such improper payments of $124.7 billion within just 22 federal agencies

Duplicate invoices occur far more often than organisations realise  (around 0.1% total invoice 
payments) and the overlapping invoice scenario is the big fraction of duplicate invoices.

http://www.gao.gov/products/GAO-15-482T


Why Digital Auditor ? 

How ERP Solutions detect Potential Duplicate Invoices

Invoices from Same Supplier over 
last 12 months

Current Invoice 
from the Supplier

Same Invoice Number
Same Amount

vs

Current ERP Solutions are NOT completely equipped to detect fraudulent / 
incorrect Invoices 
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Due to limitations in current ERP solutions, organizations must invest manual effort in identification of duplicate invoices and
prevent them from payment



Digital Auditor Solution
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Patent 
filed

Daily feed of 
Invoices

Structuring 
algorithm

Organizing details 
of each invoice

Fuzzy 
matching 
module

Data 
extraction

module

Database

OC
R

Pdf to 
text Identify 

Duplicate 
Invoice

Compare invoices 
based on 

similarities

Transforms PDF 
into structured 
key-value pairs



Stage1: Data Extraction Module
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Information Extraction & NLP (3)

Regular expressions (REGEX):
-capture different fields like invoice no, amount, date, PO, 

period etc. including variations across vendors
- Multiple regex to capture all different variations 

Structure-aware extraction:
- Based on keywords from field lookup dictionary
-leverage the field context and the structural information to 

create candidate field-value pairs
-run the candidate pairs through REGEX

Regex:
Invoice No: [i][n][v][o][i][c][e]\s*[\s#:=-]+\s*([\w-]+)
Invoice Date: date\s*[#-:]*\s*\d{1,2}\/\d{1,2}\/\d{4}
Invoice PO: [p][o]\s*[;#-]*\s*(\w+)

Customer No. : 300366
Invoice Date: 2/28/2017

Invoice Number: 206496501
P.O./Contract No.: PO1206980

Terms: NET1 
Invoice Amount: 8,350.19

Candidate key-value 
pairs

REGEX
Extracted 
key-value 

pairs



Stage1: Data Extraction Module
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Information Extraction & NLP (3)

Table parsing:
-triggered by keywords from a look-up dictionary
-associating values to field column based on the structural 

position of field and value
- robust to blank columns or missing column headers

Address parsing:
-triggered by keyword from address look-up dictionary
-or pyap(python address parser) based on regular 

expressions to validate valid  components like street 
number, street name followed by a street identifier, city state 
name abbreviation.

[{'from': ' 10/22/2016', 'description': ' bhavesh jain', 'amount': ' 10,960.00', 'till date': ' 11/18/2016', 'hours': '  
160', 'item': ' amex 110', 'rate': ' 68.50’}, 
{'from': ' 10/22/2016', 'description': ' pradyumna poddar', 'amount': ' 11,200.00', 'till date': ' 11/18/2016', 
'hours': '  160', 'item': ' amx293', 'rate': ' 70.00'}]

[[u'  bill to:   american express  trs co inc  20022 n 31st  phoenix, az 85027’], 
[u'  ship to:   american express  accertify  2 pierce place, ste 900  itasca, il 60143  attn: greg consier’]]



Stage1: Data Extraction Module
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Data
Extraction

Module

Data
Extraction

Module

Invoic
e

Invoic
e

Extracted data as json (key-value 
pairs)

Extracted data as json (key-value 
pairs)

Examples of data extraction

example only – not real data



Stage2: Duplicate Detection Module
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Objective: Compare an invoice with historic invoices and identify the potential duplicate pairs

Structured data 
from daily & 

historic invoices

Data pre-
processing

Pair-wise 
similarity/feature 
vector generation

Model building Domain rules Potential duplicate 
review report

Pose this as 
a binary 

classificatio
n problem 

(duplicate vs 
original), 

and train a 
GBDT 

algorithm

Safety net of 
domain 

rules along 
with ML 
model

Predicts 
duplicate 

pairs along 
with reason 

codes

Compute 
similarities 

between 
different 
numeric, 

alphanumeric, 
text, datetime 

& address 
fields

Removing 
special 

characters,  
standardizin
g datetime 
formats, 
binning 

addresses

Feedback



Feature Extraction Examples
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2a
2b

1a -> 2a 1a -> 2b

Amex 110 Amex 110

Bhavesh Jain Bhavesh Jain

160 160

68.50 68.50

12/24/2016-
01/20/2017

10/22/2016-
11/18/2016

10,960.00 10,960.00

Amex 110 Amx239

Bhavesh Jain Pradyumna Poddar 

160 160

68.50 70.00

12/24/2016-
01/20/2017

10/22/2016-
11/18/2016

10,960.00 11,200.00

Invoice1 Invoice2

Segregate columns, compare corresponding fields and pick the best matching line-item 

[{'from': ' 10/22/2016', 'description': ' bhavesh jain', 'amount': ' 10,960.00', 'till date': ' 
11/18/2016', 'hours': '  160', 'item': ' amex 110', 'rate': ' 68.50’}, 
{'from': ' 10/22/2016', 'description': ' pradyumna poddar', 'amount': ' 11,200.00', 'till date': ' 
11/18/2016', 'hours': '  160', 'item': ' amx293', 'rate': ' 70.00'}]

[{'from': ' 12/24/2016', 'description': ' bhavesh jain', 'amount': ' 10,960.00', 'till date': ' 01/20/2017', 
'hours': '  160', 'item': ' amex 110', 'rate': ' 68.50'}]

Derived period field Derived period field 

Extracted description text
Extracted description text



AXP Internal
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Model Building (6)
Stage2: Duplicate Detection Module

x
1

x
2

x
3

x
4

x
5

x
6

x
7

..

Invoices

Feature Vector Label

1

x
1

x
2

x
3

x
4

x
5

x
6

x
7

..

AXG
Boost 

Prediction and Feedback Loop (8)

n_estimators=100, 
learning_rate=0.01,

max_depth=10

AXG
Boost

Domain
rules

PDR
report

Review of PDR and 
duplicate 

investigation

Invoices

0
Invoice pairs

Pairwise
similarities

Historic invoices

Feedback

Pairwise
similarities

Feature
vectors

Model decision 
refinement based on 

domain rules

Features capture similarities 
between different fields

Pair-wise similarity vector 
between a test invoice & a 

historic invoice

Feedback provides additional 
instances to train the model

7



Future Research



Key Areas

55

• Generic information extraction i.e. move beyond the 
predefined list of elements to be extracted

Information 
Extraction

• Documents needs to be authenticated against forgery & 
tampering if they have to support critical decisions such as 
underwritings, KYC etc

Document 
Authenticity

• Look beyond textual information to make sense out of visual 
elements of documents such as figures and tables

DocVQA



VQA on Document Images
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How many females are affected by diabetes: 3.6%

What percentage of cases can be prevented: 60%

What could lead to blindness or stroke: diabetes



VQA on Images

57Making the V in VQA Matter: Elevating the Role of Image Understanding in Visual Question Answering (CVPR 2017)



VQA on Financial Document Images

58Making the V in VQA Matter: Elevating the Role of Image Understanding in Visual Question Answering (CVPR 2017)



Conclusions
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• Documents are one of the key sources of unstructured data in the context of an enterprise

• AI powered document intelligence can understand the structure of a document and extract 
contents which leads to significant process efficiency

• While information extraction from documents can be performed using naïve methods or rule 
based approaches – they tend to fail when the document structure dynamically changes

• Deep learning approaches borrowed from image processing, computer vision and other 
related disciplines can significantly outperform naïve rule based approaches

• A high accuracy approach for information extraction from documents can lead to speed and 
delightful customer experience in an industry setting



THANKS!!


